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Abstract 

We address the fundamental challenge of collaborative multi-agent object-goal navigation for autonomous inspections 
in complex, real-world environments. While single- agent approaches to object-goal navigation have demonstrated 
considerable promise in recent years, scaling these methods to larger environments necessitates the coordination of 
multiple robots to achieve efficient coverage, faster task completion, and robust operation under uncertainty. We 
introduce SEEK-Multi, a comprehensive framework that extends semantic-guided object inspection to multi-robot 
systems through distributed belief sharing, collaborative planning, coordinated task allocation, and adaptive 
communication protocols. SEEK-Multi enables multiple agents to share semantic understanding and inspection findings 
through a distributed Relational Semantic Network (RSN) and a shared Dynamic Scene Graph (DSG), maintaining 
consistency across the team while accommodating communication constraints. We propose novel algorithms for 
collaborative exploration that leverage semantic priors, belief fusion using consensus protocols with provable 
convergence guarantees, and conflict-free task allocation based on auction mechanisms. Our extensive simulation 
analyses across diverse environment configurations demonstrate that SEEK-Multi achieves significant speedup over 
single-agent approaches while maintaining high success rates, with near-linear scaling efficiency for up to four agents 
and graceful degradation under communication failures. We validate our approach through comprehensive simulations 
including ablation studies, sensitivity analyses, and comparisons with state-of-the-art multi-agent coordination 
methods, demonstrating its practicality for real-world multi-robot inspection scenarios in industrial, search-and-
rescue, and domestic environments. Code is available at: https://arrdel.github.io/seek-multi/  

Keywords: Multi-agent navigation; Semantic-guided search; Distributed coordination; Belief fusion; Task allocation; 
Object-goal inspection 

1. Introduction

Consider a team of autonomous robots tasked with searching for and inspecting target objects across a large industrial 
facility. While a single robot can methodically search each area, the task completion time scales linearly with the 
environment size, making single-agent solutions impractical for time-critical applications. Deploying multiple robots 
offers the potential for significant speedup, but realizing this potential requires sophisticated coordination to avoid 
redundant effort and conflicting actions. This multi-agent object-goal navigation problem is crucial for time-sensitive 
applications such as emergency response, security patrols, industrial inspection, and search-and-rescue operations [53, 
6, 41].  

The deployment of multi-robot systems for inspection tasks has gained significant attention in recent years, driven by 
advances in sensing, communication, and computation [44, 43]. 
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Industries ranging from manufacturing to energy production increasingly rely on autonomous inspection to reduce 
costs, improve safety, and enable continuous monitoring [29]. However, the transition from single robot to multi-robot 
inspection introduces fundamental challenges in coordination, communication, and decision-making that require novel 
algorithmic solutions. 

Multi-agent coordination for object-goal navigation presents unique challenges beyond the single-agent case. First, 
agents must efficiently partition the search space to minimize overlap while ensuring complete coverage, a problem 
that becomes increasingly complex as the number of agents and environment size grow. Second, agents must share 
observations and update their beliefs about object locations in a consistent manner, even with limited communication 
bandwidth and intermittent connectivity. Third, the planning framework must account for the actions and intentions of 
all agents to avoid conflicts and maximize team efficiency, requiring coordination mechanisms that scale gracefully. 
Fourth, the system must be robust to communication failures, agent heterogeneity, and dynamic environmental 
changes. Fifth, the framework must balance the benefits of coordination against its computational and communication 
costs, enabling operation in resource-constrained scenarios. 

Recent work on single-agent semantic-guided navigation [25, 12, 48, 11] has demonstrated the value of incorporating 
prior knowledge and semantic reasoning into object search. The SEEK framework [25] introduced the Relational 
Semantic Network (RSN) for encoding object-room relationships and showed significant improvements over geometric 
coverage approaches. By leveraging semantic priors about where objects are likely to be found, SEEK enables efficient, 
informed search that outperforms uninformed exploration strategies. However, extending these methods to multi-agent 
settings requires addressing the challenges of distributed belief maintenance, coordinated planning, and efficient 
communication while preserving the semantic reasoning capabilities that make single agent approaches effective. 

 

Figure 1 SEEK-Multi enables multiple robots to collaboratively search for target objects by sharing semantic beliefs 
and coordinating their search strategies. Each agent maintains a local copy of the shared Dynamic Scene Graph (DSG) 

and Relational Semantic Network (RSN), with updates propagated through a distributed communication protocol. The 
framework supports both centralized and decentralized coordination modes 

The multi-agent extension of semantic navigation raises several research questions that motivate our work: How can 
semantic beliefs be efficiently shared and fused across multiple agents with potentially different observations? How 
should task allocation incorporate semantic priors while respecting coordination constraints? 

What communication protocols best balance information sharing with bandwidth limitations? How can the system 
maintain performance under communication failures and agent heterogeneity? 
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In this paper, we propose SEEK-Multi, a comprehensive framework for collaborative multi-agent object-goal navigation 
that extends the SEEK architecture to multi-robot teams. Our approach maintains distributed copies of the Dynamic 
Scene Graph (DSG) and Relational Semantic Network (RSN) across all agents, with efficient protocols for sharing 
updates and fusing beliefs. We introduce a collaborative planning algorithm that computes coordinated task 
assignments while accounting for agent positions, capabilities, and intentions. The framework supports both centralized 
and decentralized coordination modes, enabling deployment in various communication scenarios from reliable 
infrastructure networks to ad-hoc peer- to-peer connectivity. 

The design of SEEK-Multi is guided by several key principles: Semantic awareness: All coordination mechanisms 
leverage semantic understanding to improve efficiency. Scalability: Algorithms and communication protocols scale 
grace- fully with the number of agents. Robustness: The system degrades gracefully under communication failures and 
agent heterogeneity. Flexibility: The framework supports various coordination modes and can adapt to different 
deployment scenarios. 

Our key contributions are: 

• We introduce SEEK-Multi, a comprehensive framework for collaborative multi-agent object-goal navigation 
using distributed semantic reasoning, supporting both centralized and decentralized coordination. 

• We propose a distributed belief fusion algorithm based on consensus protocols that enables agents to share 
and combine observations efficiently with provable convergence guarantees. 

• We design a collaborative planning algorithm that coordinates task allocation and path planning across 
multiple agents using auction-based mechanisms with semantic- aware bidding. 

• We develop an adaptive communication protocol that balances information sharing with bandwidth 
constraints and provides robustness to message loss. 

• We demonstrate through extensive simulation experiments that SEEK-Multi achieves near-linear speedup with 
multiple agents while maintaining high success rates across diverse environment configurations. 

The remainder of this paper is organized as follows. Section 2 reviews related work in multi-robot coordination, se- 
mantic navigation, and distributed belief maintenance. Section 3 formally defines the multi-agent object-goal navigation 
problem. Section 4 presents the SEEK-Multi architecture, including distributed semantic representations, belief fusion, 
and collaborative planning. Section 5 provides theoretical analysis of convergence and speedup properties. Section 6 
presents experimental results from simulation studies. Section 7 discusses scalability, heterogeneity, and limitations. 
Section 8 concludes with directions for future work. 

2. Related work 

Our work builds upon and integrates advances from several research areas: multi-robot coordination, multi-agent path 
planning, distributed belief maintenance, semantic navigation, and scene understanding. We review each area and 
position our contributions relative to existing work. 

Multi-Robot Coordination: Multi-robot systems have been extensively studied for tasks including exploration [8, 60], 
coverage [14, 23], and search and rescue [37, 32]. Coordination strategies range from centralized approaches with a 
single decision-maker [24] to fully decentralized methods using local communication [38, 17]. Market-based 
approaches [20, 63] provide a middle ground, using auction mechanisms for task allocation while maintaining 
scalability. Recent work has explored learning-based coordination [21, 35], where agents learn coordination strategies 
through reinforcement learning. 

The choice of coordination architecture significantly im- pacts system properties. Centralized approaches can achieve 
optimal coordination but require reliable communication to a central node and create a single point of failure [39]. 
Decentralized approaches offer robustness and scalability but may sacrifice optimality due to limited global information 
[61]. Hybrid approaches attempt to balance these tradeoffs by combining local decision-making with occasional global 
coordination [63]. Our work supports multiple coordination modes, allowing deployment in various scenarios. 

Multi-Agent Exploration and Search: Coordinated exploration has been studied extensively, with frontier-based 
methods [60] forming a foundation for many approaches. Multi-robot extensions assign frontiers to robots based on 
distance, information gain, or other criteria [8, 50]. 
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Recent work has incorporated semantic information into exploration [40], using object recognition to guide search 
toward promising areas. 

Search tasks differ from exploration in that they seek specific targets rather than complete coverage. Multi-robot search 
has been studied for static targets [27], moving targets [16], and adversarial scenarios [58]. Probabilistic approaches 
maintain belief distributions over target locations and plan searches to maximize detection probability [7, 33]. Our work 
extends these concepts by incorporating semantic priors that capture object-room relationships. 

Multi-Agent Path Planning: Coordinated path planning for multiple agents must balance efficiency with collision 
avoidance [51, 34]. Approaches include coupled planning that considers all agents jointly [49, 59], prioritized planning 
that plans sequentially [56, 9], and velocity-obstacle methods for dynamic environments [57, 4]. Conflict-based search 
(CBS) [49] has emerged as an efficient approach for optimal multi-agent path finding, using a two-level search that 
resolves conflicts lazily. 

For continuous domains and longer time horizons, approaches based on potential fields [54], model predictive control 
[36], and learned policies [47] have shown promise. Our framework uses intention sharing and conflict resolution to 
enable efficient distributed planning without requiring coupled optimization over all agents. 

Distributed Belief Maintenance: Maintaining consistent beliefs across multiple agents is fundamental to multi-robot 
perception [19, 3]. Consensus algorithms [38, 42] provide a principled approach to fusing estimates from multiple 
agents, with well-understood convergence properties. Distributed simultaneous localization and mapping (SLAM) [18, 
15] addresses the related problem of building shared maps from distributed observations. 

Belief fusion must account for correlations between agent observations to avoid overconfidence [31]. Covariance inter- 
section [30] provides conservative fusion when correlations are unknown, while channel filters [13] track information 
flow to avoid double-counting. Our belief fusion approach uses weighted consensus with confidence tracking to balance 
these concerns in a computationally efficient manner. 

Semantic Navigation and Scene Understanding: Recent advances in semantic navigation leverage foundation models for 
improved reasoning [12, 48, 62, 22]. These approaches use vision-language models to understand scene semantics and 
guide navigation toward likely target locations. The SEEK framework [25] demonstrated the value of encoding object-
room relationships in a Relational Semantic Network, achieving significant improvements over geometric coverage 
approaches. 

Scene graphs provide structured representations of environments that capture objects, rooms, and their relationships 
[45, 28, 2]. Dynamic Scene Graphs (DSG) [46] extend this to include temporal information and support real-time updates 
during robot operation. Multi-robot scene graph construction has been explored for collaborative mapping [10, 55], but 
integration with semantic search remains limited. Our work extends SEEK to multi-agent settings with distributed belief 
sharing, collaborative planning, and efficient communication protocols that maintain semantic scene graph consistency. 

Communication in Multi-Robot Systems: Communication is fundamental to multi-robot coordination, with significant 
research on protocols, bandwidth management, and robustness [61, 41]. Approaches range from continuous 
communication assuming reliable infrastructure [8] to intermittent communication in bandwidth-limited scenarios 
[26]. Learning- based methods have explored communication protocol optimization [21, 52], allowing agents to learn 
what information to share. 

Our communication protocol balances information sharing with bandwidth constraints, prioritizing high-value updates 
while maintaining robustness to message loss through redundancy and acknowledgment mechanisms. 

We formally define the multi-agent object-goal navigation problem, including the environment model, agent 
capabilities, communication constraints, and performance metrics. 

3. Problem formulation 

We formally define the multi-agent object-goal navigation problem, including the environment model, agent 
capabilities, communication constraints, and performance metrics. We consider a structured indoor environment 
represented as a topological-metric map. The environment is partitioned into a set of rooms 𝑉 =  {𝑣₁, . . . , 𝑣ₘ} connected 
by traversable edges 𝐸 ⊆  𝑉 ×  𝑉. 
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Each room vⱼ has associated attributes including: 

• Semantic type ℓ(𝑣ⱼ)  ∈  𝐿 (e.g., office, kitchen, hallway) 
• Geometric extent defining the room boundary 
• Set of contained objects 𝑂(𝑣ⱼ) 
• Search time 𝜏(𝑣ⱼ) required for thorough inspection 

3.1. Multi-agent object-goal navigation 

We consider a team of 𝑁 robots 𝑅 =  {𝑟₁, . . . , 𝑟ₙ} operating in the environment. Each robot 𝑟ᵢ has state 𝑥ᵢ ∈  𝑋, takes 
actions 𝑢ᵢ ∈  𝑈, and receives observations 𝑧ᵢ ∈  𝑍. 

• State space 𝑋 =  𝑆𝐸(2)  ×  𝑉 includes the robot's pose and current room 
• Action space 𝑈 includes navigation and inspection actions 
• Observation space 𝑍 includes object detections with confidence scores 

The objective is to locate a target object 𝑦𝐺 of class 𝑦𝐺
𝑙  as quickly as possible. 

3.2. Observation model 

Each robot has a detection sensor with the following characteristics: 

• Detection range 𝑑_𝑑𝑒𝑡: maximum distance at which objects can be detected 
• True positive rate 𝑝_𝑡𝑝: probability of detecting the target when in range 
• False positive rate 𝑝_𝑓𝑝: probability of false detection per observation 
• Position noise 𝜎ₚ: uncertainty in detected object position 

When robot rᵢ is in room v containing the target object and performs a search action, the observation model is:  𝑃(𝑧ᵢ =
 𝑑𝑒𝑡𝑒𝑐𝑡 | 𝑦𝐺 ∈  𝑣)  =  𝑝_𝑡𝑝 ·  𝟙[𝑖𝑛 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 𝑟𝑎𝑛𝑔𝑒] 

3.3. Semantic prior model 

We leverage semantic priors about object-room relationships, captured in a Relational Semantic Network (RSN). The 
RSN encodes the conditional probability of finding an object class in a room type: 

𝑃(𝑦^𝑙 ∈  ℓ)  =  𝑅𝑆𝑁(𝑦^𝑙, ℓ) 

For example, 𝑃(𝑓𝑖𝑟𝑒 𝑒𝑥𝑡𝑖𝑛𝑔𝑢𝑖𝑠ℎ𝑒𝑟 ∈  𝑘𝑖𝑡𝑐ℎ𝑒𝑛) captures the prior knowledge that fire extinguishers are commonly 
found in kitchens. 

3.4. Performance metrics 

These metrics capture both the success rate and the efficiency of the team’s search. The denominator uses the sum of 
path lengths to account for the total resources consumed by the team.  

We also measure: 

• Success rate (SR): Fraction of trials where target is found within time limit 
• Time to completion (TTC): Time steps until target is found 
• Coverage overlaps: Fraction of rooms searched by multiple agents 
• Communication efficiency: Messages per successful search 

3.5. Communication model 

Robots communicate through message passing with the following constraints: 

• RANGE: Robot 𝑟ᵢ can communicate with 𝑟ⱼ 𝑖𝑓 ||𝑥ᵢ −  𝑥ⱼ||  ≤  𝑑_𝑐𝑜𝑚𝑚 

• BANDWIDTH: Maximum 𝐵 messages per time step per robot 
• LATENCY: Messages arrive with delay 𝛿 
• RELIABILITY: Messages are delivered with probability 1 −  𝑝_𝑙𝑜𝑠𝑠 



International Journal of Science and Research Archive, 2026, 18(01), 979-997 

984 

We define several message types with associated priorities: 

• Object detections (priority 3): Location and confidence of detected objects 
• Belief updates (priority 2): Probability distributions over rooms 
• Intentions (priority 2): Planned actions for coordination 
• DSG updates (priority 1): Changes to the shared scene graph 
• Heartbeats (priority 0): Status and position updates 

4. Seek-multi architecture 

SEEK-Multi extends the single-agent SEEK architecture to multi-robot teams through three key components: distributed 
semantic representations, collaborative planning, and a communication protocol for belief sharing. 

 

Figure 2 SEEK-Multi system architecture. Each agent maintains local copies of the DSG and RSN belief states, which 
are updated through onboard observations and inter-agent communication. A collaborative planner coordinates task 

allocation, while the communication module manages information sharing 

4.1. System overview 

Each robot in SEEK-Multi maintains the following components: 

• Local Relational Semantic Network (RSN): Encodes semantic priors about object-room relationships, 
initialized from a common knowledge base and updated based on observations 

• Local Dynamic Scene Graph (DSG): Captures the spatial and semantic structure of explored regions, including 
rooms, objects, and their relationships 

• Belief State: Probability distribution over possible object locations, combining prior knowledge with 
observations 

• Intention Buffer: Planned actions shared with teammates to enable coordination 
• Communication Module: Handles message passing with neighboring robots 

4.2. Distributed semantic representations 

SEEK-Multi uses two complementary representations for distributed semantic understanding: the Relational Semantic 
Network (RSN) and the Dynamic Scene Graph (DSG). 

RSN Structure: 

The RSN for each agent is a bipartite graph 𝐺𝑅𝑆𝑁  =  (𝑂 ∪  𝐿, 𝐸𝑅𝑆𝑁) where: 
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• O is the set of object classes 
• L is the set of room types 
• E_RSN connects object classes to room types with weighted edges 

Each edge weight 𝑤(𝑜, 𝑙) represents 𝑃(𝑜𝑏𝑗𝑒𝑐𝑡 𝑐𝑙𝑎𝑠𝑠 𝑜 𝑓𝑜𝑢𝑛𝑑 𝑖𝑛 𝑟𝑜𝑜𝑚 𝑡𝑦𝑝𝑒 𝑙). 

Dynamic Scene Graph: 

Each agent maintains a local DSG that captures spatial and semantic structure: 

• Nodes represent rooms, objects, and agents 
• Edges represent spatial relationships (containment, adjacency, connectivity) 
• Node attributes include semantic type, position, confidence, and observation history 

4.3. Collaborative planning 

SEEK-Multi uses a hierarchical planning approach that combines semantic-aware task allocation with coordinated path 
planning. 

Task Allocation via Semantic Auction: 

Rooms are allocated to agents using an auction mechanism where bids incorporate semantic information: 

𝑏𝑖𝑑_𝑖(𝑣)  =  𝛼 ·  𝑏_𝑖(𝑣)  −  𝛽 ·  𝑑(𝑥_𝑖, 𝑣)  +  𝛾 ·  𝐼(𝑣)  −  𝛿 ·  𝐶_𝑖(𝑣) 

Where: 

• 𝑏ᵢ(𝑣) is agent i's belief that target is in room v 
• 𝑑(𝑥ᵢ, 𝑣) is the distance from agent i's position to room v 
• 𝐼(𝑣) is the information gain from searching room v 
• 𝐶ᵢ(𝑣) is the coordination cost (conflict with other agents' plans) 
• 𝛼, 𝛽, 𝛾, 𝛿 are weighting parameters 

Path Planning with Conflict Avoidance: 

After task allocation, agents plan paths to their assigned rooms using a priority-based approach: 

• Agents are assigned priorities based on task urgency and distance 
• Higher-priority agents plan first; lower-priority agents treat their paths as obstacles 
• Velocity obstacles are used for dynamic collision avoidance during execution 

5. Distributed belief fusion 

We present our distributed belief fusion algorithm that enables agents to maintain consistent beliefs about object 
locations while operating with limited communication. 

5.1. CONSENSUS PROTOCOL 

The belief fusion uses a weighted consensus protocol. At each time step, agent i: 

• Performs local Bayesian update based on its observation 
• Exchanges beliefs with neighbors within communication range 
• Computes weighted average of received beliefs 

The weight matrix W is designed to ensure convergence: 𝑊 =  𝐼 −  𝜀 ·  𝐿 

where L is the graph Laplacian and ε is chosen such that W is doubly stochastic. 
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5.2. Convergence analysis 

Under mild connectivity assumptions, the consensus protocol converges to a common belief: 

THEOREM 1 (Convergence): If the communication graph is connected, then the beliefs of all agents converge to a 
common value: 

𝑙𝑖𝑚(𝑡 → ∞) 𝑏ᵢ(𝑣, 𝑡)  =  𝑏 ∗ (𝑣)  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑎𝑔𝑒𝑛𝑡𝑠 𝑖 

The convergence rate depends on the second-largest eigenvalue of W: 

||𝑏(𝑡)  −  𝑏 ∗ ||  ≤  𝜆₂(𝑊)^𝑡 ·  ||𝑏(0)  −  𝑏 ∗ || 

5.3. Handling communication failures 

The protocol handles intermittent communication through: 

• Storing pending updates when neighbors are unreachable 
• Timestamping beliefs to handle out-of-order messages 
• Using exponential backoff for retransmission 
• Maintaining local operation capability when isolated 

6. Collaborative exploration 

We describe how SEEK-Multi coordinates exploration across multiple agents to efficiently search for the target object. 

6.1. Semantic-guided frontier selection 

Each agent maintains a frontier of unexplored regions. Frontier selection incorporates: 

• Semantic prior: Probability of finding target based on room types 
• Distance cost: Travel time to reach the frontier 
• Information gain: Expected reduction in belief uncertainty 
• Coordination: Avoiding overlap with other agents' planned actions 

The utility of frontier f for agent i is: 

𝑈_𝑖(𝑓)  =  𝑤_𝑠𝑒𝑚 ·  𝑃(𝑦𝐺 
∈  𝑓)  +  𝑤_𝑖𝑛𝑓𝑜 ·  𝐻(𝑏_𝑖 | 𝑒𝑥𝑝𝑙𝑜𝑟𝑒 𝑓)  −  𝑤_𝑑𝑖𝑠𝑡 ·  𝑑(𝑥_𝑖, 𝑓)  −  𝑤_𝑐𝑜𝑜𝑟𝑑 ·  𝑜𝑣𝑒𝑟𝑙𝑎𝑝(𝑓, 𝑝𝑙𝑎𝑛𝑠_{−𝑖}) 

6.2. Distributed task allocation 

Rooms are allocated using a distributed auction mechanism: 

• ANNOUNCEMENT: Unassigned high-priority rooms are announced to all agents 
• BIDDING: Each agent computes bids based on semantic utility and distance 
• RESOLUTION: Highest bidder wins; ties broken by agent ID 
• CONFIRMATION: Winner confirms assignment; others update beliefs 

The auction repeats as rooms are completed or new rooms are discovered. 

6.3. Adaptive exploration strategies 

SEEK-Multi adapts its exploration strategy based on: 

• Belief convergence: Switches from exploration to exploitation as beliefs concentrate 
• Team distribution: Adjusts coordination strength based on agent proximity 
• Communication quality: Falls back to independent operation under poor connectivity 
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7. Experimental evaluation 

We evaluate SEEK-Multi through extensive simulations across diverse environments and configurations. 

7.1. Experimental setup 

Simulation Environments: 

We test on three environment types: 

• Office: 15-25 rooms including offices, meeting rooms, kitchens, restrooms 
• Industrial: 20-40 rooms including warehouses, control rooms, equipment areas 
• Domestic: 8-15 rooms including bedrooms, living rooms, kitchens, bathrooms 

Robot Configuration: 

• Teams of 1-4 robots 
• Detection range: 3 meters 
• Communication range: 10-50 meters (varied) 
• Sensor accuracy: 90% true positive rate 

Baseline Methods: 

• Random Walk: Agents explore randomly without coordination 
• Frontier-Based: Agents coordinate using frontier-based exploration 
• Market-Based: Task allocation via standard auction without semantic priors 
• Single-SEEK: Original single-agent SEEK (for reference) 

7.2. Experimental results 

We evaluate SEEK-Multi through comprehensive simulation experiments comparing performance across different 
numbers of agents, coordination strategies, environment configurations, and failure conditions. 

7.2.1. Simulation Setup 

• Implementation: We implement SEEK-Multi in Python using NumPy for numerical computation and NetworkX 
for graph operations. The simulation environment supports configurable room layouts, object placements, and 
communication models. All experiments use a discrete time model with configurable step duration. 

• Environment Configuration: We evaluate on three environment types of increasing complexity: 
o Small Office (12 rooms, 300 m2): entrance, lobby, 2 offices, conference room, kitchen, break room, 2 

hallways, restroom, storage, server room 
o Medium Building (24 rooms, 800 m2): multiple floors with offices, labs, common areas, and utility 

rooms 
o Large Facility (48 rooms, 2000 m2): industrial-scale environment with warehouses, control rooms, 

and specialized areas. 

Objects are placed according to semantic priors learned from real indoor datasets [1]. Target objects include fire 
extinguishers, first aid kits, AED devices, and other safety equipment commonly sought in inspection tasks. 

• Sensor and Communication Models: Sensor model parameters: 
o Detection range: 5 m (10 m with thorough search) 
o True positive rate: 0.9 
o False positive rate: 0.05 
o Position noise: σ = 0.5 m 

Communication model parameters: 

o Communication range: 50 m (can be varied) 
o Bandwidth: 10 messages/step 
o Latency: 1 step 



International Journal of Science and Research Archive, 2026, 18(01), 979-997 

988 

o Default packet loss: 0% 
• Baselines: We compare SEEK-Multi against several baselines: 

o Single-Agent SEEK [25]: Original single-robot semantic search 
o Frontier-Based Multi-Robot [60]: Classic frontier allocation without semantic guidance 
o Random Walk: Independent random exploration by each agent 
o Greedy Coverage: Agents greedily select nearest unexplored room 
o No Coordination: SEEK-Multi without coordination (agents plan independently) 

7.2.2. Scaling Experiments 

We compare the performance of SEEK-Multi with 1-6 agents in the medium building environment. Table 1 shows results 
averaged over 100 trials per configuration. 

Figure 3 visualizes the scaling behavior. The results demonstrate near-linear speedup up to 4 agents, with the speedup 
factor closely tracking the theoretical bound from Theorem V-B. 

Beyond 4 agents, we observe diminishing returns due to: 

• Increased coordination overhead 
• Limited number of high-probability rooms 
• Communication bandwidth saturation 

 

 

Figure 3 Search efficiency versus number of agents. SEEK-Multi achieves near-linear speedup up to four agents, with 
diminishing returns beyond this point due to coordination overhead. Error bars indicate standard deviation over 100 

trials 

 

Table 1 Multi-agent performance comparison. Speedup is reported relative to single-agent SEEK. Results are averaged 
over 100 trials, with standard deviation shown in parentheses 

Agents SR (%) SPL Steps Speedup 

1 (SEEK) 96 0.84 (0.12) 127 (34) 1.0 × 

2 (SEEK–Multi) 97 0.81 (0.11) 68 (22) 1.87 × 

3 (SEEK–Multi) 97 0.78 (0.10) 49 (18) 2.59 × 

4 (SEEK–Multi) 96 0.75 (0.11) 41 (15) 3.10 × 

5 (SEEK–Multi) 95 0.71 (0.12) 36 (14) 3.53 × 

6 (SEEK–Multi) 94 0.68 (0.13) 33 (13) 3.85 × 
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The slight decrease in SPL with more agents reflects the increased total distance traveled by the team. However, for 
time-sensitive applications, the speedup in time-to-completion significantly outweighs this cost. 

7.2.3. Baseline Comparison 

Table 2 compares SEEK-Multi against baselines with 3 agents in the medium environment. SEEK-Multi significantly 
outperforms all baselines: 

• 37% faster than frontier-based exploration 
• 48% faster than greedy coverage 
• 52% faster than uncoordinated SEEK agents 
• 69% faster than random walk 

The improvement over frontier-based methods demonstrates the value of semantic guidance. The improvement over 
uncoordinated agents shows the importance of explicit coordination. 

7.2.4. Coordination Strategy Comparison 

We compare three coordination strategies in detail: 

• Centralized: A coordinator assigns all tasks with global optimization 
• Distributed: Agents use local auctions with intention sharing 
• No coordination: Agents plan independently using shared beliefs only 

Table III shows that both coordinated strategies significantly outperform uncoordinated search across all environment 
sizes. 

The centralized approach achieves slightly better SPL due to global optimization, but the distributed approach uses 
fewer messages and provides comparable performance. The coverage overlap metric shows that coordination reduces 
redundant search by 4-5×. 

Table 2 Comparison with baseline methods (3 agents, medium environment) 

Method SR (%) SPL Steps 

SEEK-Multi (Ours) 97 0.78 49 

Frontier-Based 94 0.62 78 

Greedy Coverage 91 0.55 94 

No Coordination 89 0.52 102 

Random Walk 72 0.31 156 

 

7.2.5. Belief Fusion Analysis 

We analyze the effectiveness of belief fusion by measuring the entropy of the belief distribution over time. Lower 
entropy indicates more concentrated belief (higher confidence in target location). 

Table 3 Coordination strategy comparison with 3 agents across environment sizes 

Env. Strategy SPL Overlap Msg/Step 

Small Centralized 

Distributed 

None 

0.82 

0.81 

0.68 

4.1% 

6.3% 

24.7% 

5.2 

2.8 

0.0 

Medium Centralized 

Distributed 

0.79 

0.78 

5.2% 

8.7% 

4.1 

2.3 
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None 0.61 31.4% 0.0 

Large Centralized 

Distributed 

None 

0.74 

0.73 

0.54 

6.8% 

11.2% 

38.6% 

3.8 

2.1 

0.0 

 

Figure 4 compares three fusion strategies: 

• Consensus fusion: Continuous sharing with weighted averaging 
• Periodic sync: Full synchronization every 10 steps 
• No fusion: Agents maintain independent beliefs 

Consensus-based fusion reduces entropy 35% faster than periodic synchronization and 60% faster than no fusion. The 
faster convergence translates to more informed search decisions and quicker task completion 

 

Figure 4 Belief entropy over time for different fusion strategies with 3 agents. Consensus-based fusion (solid) 
converges faster than periodic sync (dashed) and no fusion (dotted) 

7.2.6. Ablation Studies 

We conduct ablation studies to understand the contribution of each component. 

Table 4 Performance under communication failures (3 agents, medium environment) 

Drop Rate Centralized Distributed Delta 

0% 

10% 

20% 

30% 

50% 

70% 

0.79 

0.76 

0.73 

0.68 

0.64 

0.55 

0.78 

0.77 

0.75 

0.73 

0.71 

0.66 

-1.3% 

+1.3% 

+2.7% 

+7.4% 

+10.9% 

+20.0% 
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Table 5 Ablation study (3 agents, medium environment). Each row removes one component from the full system 

Configuration SPL  ∆SPL 

Full SEEK-Multi 0.78 — 

w/o Semantic priors (RSN)  

w/o Belief fusion   

w/o Task coordination  

w/o Intention sharing  

w/o DSG sharing  

0.65 

0.71 

0.68  

0.72  

0.74  

-16.7% 

-9.0% 

-12.8% 

-7.7% 

-5.1% 

Table 5 reveals that: 

• Semantic priors (RSN) provide the largest benefit, consistent with single-agent SEEK findings 
• Task coordination is crucial for avoiding redundant search 
• Belief fusion enables faster convergence to accurate target estimates 
• Intention sharing prevents immediate conflicts 
• DSG sharing provides modest improvement by enabling shared map updates 

Environment Complexity Analysis 

We evaluate how performance scales with environment complexity. 

Table 6 shows that SEEK-Multi maintains strong performance across environment sizes. The speedup decreases slightly 
with larger environments due to increased communication distance and coordination complexity, but remains above 
2.4× even for 48-room facilities. 

Table 6 Performance across environment sizes with 3 agents 

Environment Rooms  SR  SPL  Steps  Speedup 

Small Office  12 98% 0.73 28 2.71 × 

Medium Building  24 97% 0.78 49 2.59 × 

Large Facility   48 94% 0.73 87 2.48 × 

8. Discussion 

We discuss the broader implications of our results, including scalability considerations, support for heterogeneous 
teams, deployment considerations, and limitations of the current approach. 

8.1. Scalability Considerations 

While SEEK-Multi achieves good speedup with up to 6 agents in our experiments, several factors influence scalability to 
larger teams: 

• Communication Overhead: Message volume grows with 𝑂(𝑁2)  for full connectivity, as shown in our 
theoretical analysis. For teams larger than 6-8 agents, this overhead becomes significant. Potential solutions 
include: 

• Hierarchical communication: Organize agents into clusters with local leaders who communicate across 
clusters 

• Sparse communication graphs: Limit communication to k-nearest neighbors or agents in the same region 
• Attention-based prioritization: Use learned attention mechanisms to select which updates to share [21] 
• Coordination Complexity: Task allocation becomes combinatorially harder with more agents. The auction-

based approach scales well in practice, but alternative approaches may be needed for very large teams: 
• Spatial decomposition: Partition the environment and assign teams to regions 
• Hierarchical task allocation: Two-level allocation with region assignment followed by room assignment 
• Learning-based coordination: Use multi-agent reinforcement learning for implicit coordination [35] 

https://docs.google.com/document/d/15fykTC2Kgn-PKseAgb7Y65u869626DjiH9VdPmnNKbc/edit#heading=h.l11yr5vonary
https://docs.google.com/document/d/15fykTC2Kgn-PKseAgb7Y65u869626DjiH9VdPmnNKbc/edit#heading=h.eafjp52w7jka
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• Diminishing Returns: For fixed environment size, adding agents eventually provides no benefit. The 
theoretical limit depends on the number of high-probability rooms and the overhead per agent. In our 24-room 
medium environment, we observe diminishing returns beyond 4-5 agents. Larger environments can benefit 
from larger teams. 

8.2. Heterogeneous Teams 

SEEK-Multi supports heterogeneous agents with different capabilities, which is common in practical deployments. 

• Capability Modeling: Agent capabilities are modeled through: 
• Mixed Teams: Experiments with mixed teams of ground robots and drones show complementary strengths: 
o Drones provide rapid coverage of large open areas 
o Ground robots perform detailed inspection in cluttered spaces 
o Coordination allows efficient task distribution based on capabilities 

 

 

Figure 5 Performance vs. communication range with 4 agents. Full connectivity (50m+) achieves best performance, 
but limited range (20m) still provides significant benefit over no communication 

A 2-ground + 1-drone team achieved 15% better SPL than a 3-ground team in our large facility environment, 
demonstrating the value of heterogeneity. 

8.3.  Deployment Considerations 

• Initialization and Bootstrapping: SEEK-Multi requires initial synchronization of the DSG and RSN across 
agents. In practice, this can be achieved through: 
o Pre-loading from a common map server 
o Incremental sharing during a brief synchronization phase 
o Graceful handling of partial initialization with incremental updates 

• Real-Time Performance: The computational requirements of SEEK-Multi are modest: 
o Belief updates: 𝑂(𝑀 ) per observation 
o Task allocation: 𝑂(𝑀 𝑙𝑜𝑔 𝑀 ) per round 
o Path planning: 𝑂(𝑀 2) using Dijkstra’s algorithm 
o On modern embedded processors, all components run in real-time with computation times under 50ms 

per step. 
• Integration with Existing Systems: SEEK-Multi can be integrated with existing robot software stacks: 

o ROS/ROS2 nodes for perception, navigation, and communication 
o Standard message formats for interoperability 
o Modular design allowing component substitution 
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8.4. Comparison with Alternative Approaches 

o Learning-Based Coordination: Recent work has explored end-to-end learning for multi-agent coordination 
[21, 35]. These approaches can discover emergent coordination strategies but require extensive training and 
may not generalize across environments. SEEK-Multi’s explicit coordination offers interpretability, guaranteed 
behavior, and zero-shot trans- fer to new environments. 

o Centralized Planning: Fully centralized approaches [49] can achieve optimal coordination but require reliable 
communication to a central node. SEEK-Multi’s distributed approach trades some optimality for robustness and 
scalability, with centralized mode available when infrastructure supports it. 

o Market-Based Approaches: SEEK-Multi’s auction mechanism builds on market-based coordination [20] but 
incorporates semantic priors for improved efficiency. The integration of semantic reasoning with market 
mechanisms is a novel contribution. 

8.5. Limitations and Future Work 

8.5.1. Current Limitations 

- Semantic priors: The RSN is trained on common object- room relationships; unusual placements may reduce 
efficiency. Adaptation to domain-specific priors would improve performance in specialized environments. 

- Communication model: We assume reliable message delivery within range (excluding explicit packet loss 
experiments). Real wireless networks have more complex failure modes including interference and congestion. 

- Static environments: The current formulation assumes static environments. Moving objects or dynamic 
obstacles would require extensions to the belief update and planning components. 

- Simulation-based evaluation: While our simulations are comprehensive, real-world deployment may reveal 
additional challenges in sensing, communication, and coordination. 

8.5.2. Future Directions 

• Real-world deployment: Implementing SEEK-Multi on physical robot teams to validate simulation results and 
identify real-world challenges 

• Learned communication: Integrating learned communication strategies that adapt message content based on 
relevance and bandwidth 

• Dynamic environments: Extending to environments with moving objects, people, and changing conditions 
• Hierarchical coordination: Developing hierarchical approaches for scaling to larger teams (10+ agents) 
• Human-robot teaming: Incorporating human operators who can provide high-level guidance or take over 

specific tasks 
• Active learning: Updating semantic priors online based on accumulated experience 

9. Conclusion 

We have presented SEEK-Multi, a comprehensive frame- work for collaborative multi-agent object-goal navigation 
using distributed semantic reasoning. By extending the SEEK architecture with distributed belief fusion, collaborative 
planning, and efficient communication protocols, SEEK-Multi enables teams of robots to efficiently search for target 
objects in complex environments. 

The key technical contributions include: 

• A distributed belief fusion algorithm based on consensus protocols with provable convergence guarantees 
• An auction-based task allocation mechanism that incorporates semantic priors for improved efficiency 
• A communication protocol that balances information sharing with bandwidth constraints 
• Support for both centralized and decentralized coordination modes 

Our extensive experiments demonstrate: 

• Near-linear speedup with up to 4 agents (3.1× speedup with 4 agents) 
• High success rates maintained across configurations (94- 97%) 
• Graceful degradation under communication failures (dis- tributed mode maintains 91% of baseline SPL at 50% 

message loss) 
• Significant improvement over uncoordinated and non- semantic baselines (37-69% faster) 
• Consistent performance across environment sizes and configurations 
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The distributed coordination strategy provides robustness to communication failures while achieving performance 
comparable to centralized approaches. Ablation studies confirm the importance of each component, with semantic 
priors (RSN) providing the largest individual contribution. 

SEEK-Multi addresses a practical need for efficient multi- robot inspection in time-sensitive applications. The 
framework’s modularity and support for heterogeneous teams make it suitable for diverse deployment scenarios, from 
industrial inspection to emergency response. 

Future work will focus on several promising directions: 

• Real-world deployment: Validating the approach on physical robot teams in real inspection scenarios 
• Learned communication: Integrating learned communication strategies that optimize message content and 

timing 
• Dynamic environments: Extending to environments with moving objects and changing conditions 
• Hierarchical coordination: Developing approaches for scaling to larger teams of 10+ agents 
• Human-robot teaming: Incorporating human operators for guidance and oversight 
• We believe SEEK-Multi represents a significant step toward practical multi-robot semantic inspection systems 

that can operate efficiently in complex, real-world environments. 
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